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Transition Closure Model for Predicting Transition Onset

E. S. Warren* and H. A. Hassant
North Carolina State University, Raleigh, North Carolina 27695-7910

A unified approach that makes it possible to determine the extent and onset of transition in one
calculation is presented. It treats the nonturbulent fluctuations in a manner similar to that used in de-
scribing turbulence. As a result, the complete flowfield can be calculated using existing computational
fluid dynamics codes and without the use of stability codes. The method is validated by comparing the
results for flat plates, airfoils, and infinite swept wings with available experiments. In general, good

agreement is indicated.

Introduction

RADITIONALLY, the transition problem has been treated
as a combination of two problems. The first deals with
the extent of the transition region given the onset, whereas the
second deals with the transition onset. One of the methods
employed in calculating the extent is to set the effective vis-
cosity, p, in a boundary-layer (BL) code or Navier-Stokes
(NS) solver as
po=pt L, (M
where subscripts [ and t designate laminar and turbulent flows,
respectively, and I' is the intermittency or the fraction of time
the flow is turbulent at a given location. The most widely used
expression for I is that of Dhawan and Narasimha.'

There are many ways being used to specify transition on-
set: arbitrary selection, experimental correlations, or the use of
stability theory. Methods based on stability theory employ
the e” method or a method based on the parabolized stability
equations (PSE). Methods based on stability theory have
shown a great deal of promise when streamwise or
Tollmien-Schlichting (T-S) waves are the dominant cause of
transition. The same cannot be said when transition is a result
of crossflow (CF) instabilities because such instabilities are
dominated by nonlinear effects and surface roughness. An ex-
cellent recent review of these methods and their limitations is
given by Haynes et al.”

In situations where transition onset is specified from results
of an experiment, Eq. (1) does not perform well. One of the
reasons for this behavior is because the preceding formula does
not account for the nonturbulent fluctuations that eventually
lead to transition. This led Young et al.> and Warren et al.* to
employ an expression for p given by

w=p, + [ - F)le"" T (2)
where W, is the contribution of the nonturbulent fluctuations.
The expression for w, was correlated by using results from
linear stability theory for both low- and high-speed flows.
Much better agreement with experiment was indicated when
Eq. (2) was employed.

The inability of stability theory to cope with crossflow in-
stabilities led Warren and Hassan> to develop a new approach
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for determining transition onset. This approach is centered
around the determination of w,. When . is known, then the
onset of transition, which may correspond to minimum skin
friction, minimum heat flux, or some other criterion specified
by the user, can be determined as part of the solution. Such
an approach then removes the need for stability codes to pre-
determine transition onset. Moreover, it addresses transition
onset and extent as one, not two, separate problems.

In both transition and turbulence, each flow quantity is set
as a sum of a mean and fluctuating quantity. The exact equa-
tions governing fluctuations are the same. In transition, atten-
tion is focused on individual modes and frequencies with the
growth rates of such modes playing a crucial role in determin-
ing transition onset. In turbulence, equations governing fluc-
tuations are used to derive equations for the mean energy of
the fluctuations and its dissipation rate. As a result, individual
modes do not play any direct role in turbulence calculations.
The resulting equations governing turbulence are not closed,
thus necessitating assumptions on a constitutive stress-strain
relation.

The approach presented here takes advantage of similarities
between laminar and turbulent fluctuations; i.e., the exact
equations governing energy and its dissipation rate are iden-
tical. Moreover, it is possible to model these exact equations’
without invoking the nature of fluctuations. To close the model
equations, it is necessary to provide constitutive stress-strain
relations. To facilitate implementation in existing computa-
tional fluid dynamics (CFD) codes, an eddy viscosity model
will be employed.

In the present work, the constitutive stress-strain relations
for the nonturbulent fluctuations are derived from observed or
computed characteristics of T-S and CF disturbances. Because
mechanisms responsible for transition are different for the two
types of instabilities, corresponding stress-strain relations are
different. In both cases, however, . is set as

Wy = C,pkt 3)
where k is the fluctuation kinetic energy per unit mass, p is
the density, and T is a time-scale characteristic of the type of
instabilities being considered. Although the present approach
makes no direct use of stability codes, expressions for T were
modeled using results obtained from stability theory or from
experimental observations.

It is to be noted that this is not the first attempt at using
equations similar to the turbulence equations to predict tran-
sition onset. Typical of these attempts is the work of Wil-
cox.” '” An earlier attempt attempted to take advantage of the
results of linear stability theory.” In the latest effort, the ap-
proach used in Ref. 9 was abandoned in favor of an approach
in which the model constants in the k-w model were replaced
by functions of the turbulence Reynolds number.'” The func-



770 WARREN AND HASSAN

tions were selected in such a way so as to reduce to the original
model constants at high turbulence Reynolds number and, to
reproduce transition onset for an incompressible flow over a
flat plate. As formulated, the model is insensitive to the modes
of transition'' and, thus, will not yield good results outside the
range for which it was formulated.'” This may be contrasted
with the present model in which separate equations are used
to model the nonturbulent fluctuations and where the stress-
strain relations that govern those fluctuations are not only sen-
sitive to the various modes of transition but are dictated by
them.

It should be emphasized that the approach presented here
applies to situations where one mechanism of instability is
dominant. Linear stability theory does not provide any guid-
ance when two mechanisms are operative. Therefore, linear
superimposition should not be attempted for such situations.
In addition, the approach requires for its implementation two
measurements: tunnel intensity and surface roughness.

Problem Formulation

The basis for the present approach is the exact equations
governing k and {, the entrophy or the variance of vorticity.
The k-{ turbulence model employed in this work is that of
Robinson and Hassan."” The equations that model k and { can
be rewritten for low-speed flows as"
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Tx is a representative decay time for the kinetic energy, and v,
is the kinematic eddy viscosity. The closure coefficients for the
model are given in Table 1.

As may be seen from the governing equations, one needs to
specify v, and 7, for each mechanism to effect closure. For
subsonic Mach numbers and regions where crossflow instabil-
ity is unimportant, the dominant mode of instability is the first
mode, or the T-S mode. Thus, when T-S waves are consid-
ered, v, is chosen as’

v, = C.kt,, 7)

Table 1 k-(
model constants
Constants k—C
C, 0.09
K 0.40
s 0.35
Ba 0.42
Bs 2.37
Be 0.10
B~ 1.50
Bs 2.30
T, 0.07
o, 0.065
1o 1.80
/o, 1.46

d 0.1
where
TH/ = THLTS = a/(") (8)

w is the frequency of the first mode disturbance having the
maximum amplification rate, and a is a model constant that
depends on the freestream intensity, 7u, defined as

Tu = 100V 2 (k../Q?) 9)

In Eq. (9), Q. is the freestream velocity. The frequency o is
given by a correlation developed by Walker'* as

wv/Q2 = 3.2Re;.? (10)

where Q. is the velocity at the edge of the BL, and Re;- is the
edge Reynolds number based on a displacement thickness 8*.
The preceding correlation is based on the results of stability
calculations for Falkner-Skan profiles obtained by Obremski
et al."” and, thus, is suited for flows where the pressure gradient
is not necessarily zero. The model constant a was correlated
using flat-plate experiments by Schubauer and Klebanoff'® and
Schubauer and Skramstad'” as (Ref. 5)

a =0.069(Tu — 0.138)> + 0.00819 an

Within the laminar region, the representative decay time for
the kinetic energy is

L7, = av,/v)S (12)

The situation where transition is a result of CF instabilities
is discussed next. The dominant mode of instability for the
majority of swept-wing flows is the crossflow instability.'®"
The BL on wings of moderate or high sweep generally con-
tains significant crossflow. The velocity profile in this case can
be separated into a component in the streamwise direction and
a component in the crossflow direction. Because the crossflow
profile always contains an inflection point, a strong inflectional
instability is expected in regions when the crossflow velocity
increases rapidly. This increase occurs in regions of negative
pressure gradient, e.g., near the leading edge. In this favorable
pressure gradient region, streamwise or T-S instabilities are
stabilized and CF instability dominates the transition process.

As discussed in Refs. 18 and 19, the wavelength of the dom-
inant crossflow disturbance varies with the BL thickness, 8. In
addition to freestream disturbance levels, CF instabilities are
sensitive to surface roughness. Using this information, an ex-
pression for the CF viscosity time scale was developed in Ref.
6 as

Tu, = Tuee = (@ + f)AE/Q.) (13)
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where Acr is the wavelength of crossflow disturbances. Based
on numerous experimental and computational results that
found wavelengths of CF disturbances between three and four
times the BL thickness, we use here

Aer = 3.58 (14)

The use of Eq. (13) implies that a is representative of in-
tensities that result in natural transition. Thus, the equation is
not expected to hold for situations where a > f.

Because stationary CF disturbances are generated by surface
roughness and traveling disturbances are generated by free-
stream disturbances and surface conditions, a correlation re-
flecting the influence of surface conditions must be included
in the model. Using one of the sets reported by Radeztsky et
al.,” f was correlated as®

f=0.003[(h/h) *°Re, — 0.92] (15)

where
Ner=1 pm (16)
Re, = Q.h/v., a7

and h is the peak-to-peak distributed roughness level. The de-
cay time for the kinetic energy is chosen as

Ly, = (a + fH@V)S (18)

Following the work of Robinson and Hassan,"” the turbulent
region time scales are given by

T, = T, = kIVE (19)

Because the thrust of this work is the prediction of transition
onset, a simple intermittency approach is used in the transition
region. As a result

T, =0 — D, + 'ty 20)
Ure= (1 — D)A/7) + T(1i1) 21)

The intermittency, I', is given by Dhawan and Narasimha’s'
expression, i.e.,

Fx) =1 — exp(—0.412¢?) (22)
with
& = max(x — x, 0)/A (23)

N\ is a characteristic extent of the transitional region. An ex-
perimental correlation between A\ and x, is

Re, = 9.0Re(” (24)

with x, being the location where turbulent spots first appear,
or where shin friction is minimum. It is shown in the work of
Warren and Hassan® that this location is well represented by
the relation

R;= (1/C,)(v,/v) = 1.0 (25)
Thus, x, is the minimum location where R, = 1.

Results and Discussion

Results presented here employed both boundary-layer and
NS codes. The BL code is an adaptation of the code developed
by Harris and Blanchard.® In addition to incorporating the
present transition/turbulence model, it was extended to handle

infinite swept wings. The NS code is an adaptation of an earlier
code developed by Gaffney et al.,” which employs an upwind
Roe scheme and four-step Runge-Kutta time-stepping method.
When employing a BL code, the pressure distribution is ob-
tained from an Euler code or experiment.

The BL code requires specifying starting conditions and
these were chosen as the freestream conditions for both k and
{ and the other flow properties. The intensity in the tunnel and
freestream velocity provide k. from Eq. (9). Intensity mea-
surements should be available for most facilities. On the other
hand, {.. is determined from requiring (v,/v).. = 10~? or some
smaller number. It is found that results are not sensitive to the
value of {... Characteristic boundary conditions are used in the
NS solver.

Transition resulting from T-S instabilities is discussed first.
Figure 1 compares predictions of present theory with mea-
surements over a flat plate.'® With the current model, the only
environmental condition that needs to be specified is the free-
stream turbulence level. Both computational schemes give sim-
ilar results with regard to onset and extent of transition. The
transition onset locations predicted by the present method are
compared with the flat-plate experiments of Schubauer and
Klebanoff'® and Schubauer and Skramstad'’ in Table 2. As
seen from the table, excellent results are obtained for all free-
stream intensities reported.

The rms amplitude ratio of the velocity disturbance can be
obtained from the kinetic energy of the fluctuations as

A=Vk=VaZ +37 + win (26)

For the natural transition process there is a region of linear
growth, followed by a region of nonlinear growth that occurs
as the amplitude of the velocity disturbance becomes suffi-
ciently large. Transition occurs after the onset of the nonlinear
growth and this nonlinear growth continues through the tran-
sitional region. After the nonlinear growth region the modes
that make up the disturbance become saturated. This saturation
of modes characterizes the turbulent region. Figure 2 is a plot
of the amplitude ratio as calculated by the present method for
laminar flow, i.e., I' = 0, with k, representing the initial am-
plitude of k. As can be seen from the figure, the present method
does predict the expected linear, nonlinear, and saturated
regions.

The next set of comparisons involve the data of Mateer et
al.” They presented skin friction measurements over a super-
critical airfoil for a freestream Mach number, M., 0.2, and a
range of Reynolds numbers and angles of attack, o. Moreover,

0.006 |- Present (N-S)
i — = = ~ Present(BL)
c 3 (0] Experiment
1 L
0.004 |-
0.002

X (ft)

Fig. 1 Comparison of present method with the experiment of
Schubauer and Klebanoff, Re = 1.67 x 10%m, NS and BL codes.



772

WARREN AND HASSAN

Table 2 Flat-plate experiments”

X, ft
Case Tu Experiment Current method Error, %
Schubauer-Klebanoff'® 0.03 5.26 5.39 2.47
Schubauer-Skramstad "’ 0.042 5.25 5.24 0.19
Schubauer-Skramstad "/ 0.10 5.08 4.86 4.3
Schubauer-Skramstad "/ 0.20 4.05 4.08 0.74
Schubauer-Skramstad "’ 0.26 3.32 3.41 2.7
Schubauer-Skramstad "/ 0.34 2.58 2.52 2.3
M= 0.071, Py = 1.01325 X 10° Pa, T,., 293 K.
[y Linear Region Nontlinear Region Saturated Region 0.010 [ Mateer et al.
______ Present (BL)
sl ) Present (N-S)
b J + Experiment
sk e 0.005
= c,
R [
£ °r 0.000
2 Predicted Transition Location 5.39 ft.
[ Schubauer-Klebanoff Tu=0.03
1 -0.005
0 : ! | Loy I 1 |
2 4 [ 8 10 12
X(ft) _O.o-lo-.‘.‘I....I....Iw..yl\«“!
Fig. 2 Amplitude ratio vs distance along plate, Schubauer and 0.0 0.2 04 X/C 0.6 08 1.0
Klebanoff experiment.
Fig. 4 Comparison of present method and ¢” method with the
. . . 23 —_ 6 —_—
0.010 L Mateer et al. airfoil experiment of Mateer et al.,” Re.=2 X 10° a = —0.5 deg.
I Present (BL)
L Present (N-S) 0.010 R Mateer et al.
[ +  Experiment ( ------ Present (BL)
F Present (N-S)

0.005

c'

0.000

-0.005

-0.010 . - . .

0.0 0.2 0.4 0.6 0.8 1.0
X/c

Fig. 3 Comparison of present method and e¢” method with the
airfoil experiment of Mateer et al.,” Re. = 0.6 X 10°, o = —0.5
deg.

because the ¢” method requires a local stability analysis of the
laminar BL, which is quite costly in addition to contributing
to a lack of robustness, comparison was made with the tran-
sition method of Drela and Giles.” This method, which cor-
relates the growth of the disturbances to the integral properties
of the BL is an approximation to the e” method with n ~ 9.
Reference to the e¢” method (in the following text), implies the
procedure used in Ref. 23 to determine transition onset. Em-
phasis will be placed on comparisons with a = —0.5-deg cases
because this is the angle of attack where large discrepancies
between the e” method and experimental data were noted. It

+ Experiment

0.005

-0.005

-0.010-“"""""--|x':‘l...,|

0.0 0.2 0.4 0.6 0.8 1.0
X/c

Fig. 5 Comparison of present method and ¢” method with the
airfoil experiment of Mateer et al., Re. = 6x 10°% a = —0.5 deg.

is suggested that the ¢” method is incapable of predicting tran-
sition for these cases when transition is dominated by Reyn-
olds number effects and not determined solely by laminar sep-
aration.”

Figures 3-5 show a comparison of predictions of present
theory with experiment and calculations reported in the work
of Mateer et al. Both BL and NS calculations are shown. It is
to be noted that when transition is a result of flow separation,
BL calculations are terminated at separation. Figure 3 com-
pares results for Re. = 2 X 10° Fig. 4 shows that the present
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method gives much better agreement than the e” method with
experiment for both upper and lower surfaces. A similar con-
clusion is reached for Re. = 6 X 10° as shown in Fig. 5. It is
to be noted, however, that for this case, the current model
overpredicts skin friction over part of the airfoil while giving
reasonable estimates of onset location. It is difficult to pinpoint
the cause of the discrepancy in skin friction for this case, par-
ticularly when good agreement for the other cases was indi-
cated. Possible contributing factors may be the expression used
to describe intermittency or increased blockage in the tunnel.

For higher angles of attack, the present and e” methods are
somewhat comparable in their predictions. Figure 6 compares
calculations for a = 3.5 deg and Re. = 2 X 10° It is to be
noted that both models overestimate skin friction on the upper
surface. For the upper surface, both models predict transition
at the location of separation. However, for the lower surface,
the present method predicts a location slightly upstream of the
location of laminar separation. For this case, the e¢” method
predicts transition at the location of laminar separation for both
upper and lower surfaces.

The next set of comparisons address transition resulting
from crossflow instabilities. Figure 7 shows the coordinate sys-
tem used for the swept-wing and swept-plate geometries. For
these cases, available data give transition onset locations.”**
Unfortunately, skin friction data are not provided. Moreover,
flow separation does not play any role in determining transition
onset in available data. As a result, computations presented for
CF instabilities were based on a three-dimensional BL code

[ Mateer et al.
...... Present (BL)
Present (N-S)
+  Experiment

0.010

0.005

-0.005

-0.010

0.0 0.2 0.4 0.6 0.8 1.0
X/C

Fig. 6 Comparison of present method and ¢” method with the
airfoil experiment of Mateer et al.,”> Re.= 2 X 10% « = 3.5 deg.

Potential flow
streamline

Fig. 7 Coordinate system on the swept wing and flat plate.

suited for calculating infinite swept wings. For such flows, the
BL equations do not depend on the spanwise coordinate.”

The infinite swept wing experiments of Dagenhart et al.”
and Radeztsky et al.”® use a 45-deg swept wing with a NLF(2)-
0415 cross section at —4-deg angle of attack. Figure 8§ com-
pares the experimental pressure coefficient on the upper sur-
face of the NLF(2)-0415 airfoil with the computed results
used in the present study. Transition onset was determined by
naphthalene flow visualization. The experiments of Miiller and
Bippes” and Deyhle and Bippes®™ employed swept flat plates
under the action of favorable pressure gradients. The pressure
coefficient measured in the experiment is shown in Fig. 9 for
the three tunnels used in the tests. Transition onset was deter-
mined by the location where I = 0.5.

To facilitate comparisons with experiment, transition onset
was selected to be the point where I' = 0.5. This assumes that
the data reported in Radeztsky et al.*® corresponds to a location
where I' = 0.5. As noted from Fig. 10, which compares present
theory with the data of Radeztsky et al., excellent agreement
is noted for all Reynolds numbers and surface finishes. For
rms measured levels of surface roughness, a sinusoidal distri-
bution is assumed and a peak-to-peak roughness level is es-
tablished by multiplying the rms value by V2. The calcula-
tions assume a freestream intensity, 7u = 0.09, reported by
Dagenhart.”

Table 3 compares present predictions with measurements re-
ported by Deyhle and Bippes using three different facilities
and a variety of surface finishes. The 1-MK tunnel is the 1 X
0.07 m® DLR facility in Gottingen, the NWB tunnel is the 3.25
X 2.8 m” DLR facility in Braunschweig, and the NWG tunnel

1p —— Computation
3 w——g—— Experiment (Dagenhart 1992)
——0—— Experiment (Dagenhart 1992)

Fig. 8 Comparison of experimental and computed pressure co-
efficient on the upper surface of the NLF(2)-0415 airfoil.

1

0.8

0.6

0.4

0.2

L2 LA N T O S Y I B B B I N M B B R N

X JC

Fig. 9 Experimental pressure coefficient along the swept plate of
Deyhle and Bippes.”®
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Table 3 Comparison of Re,.. values at 50% intermittency”

Re. e (X107

Facility Tu Plate surface Experimental Present Error (%)

NWB 0.08 Wooden plate, R_.= 6 pm 6.5 8.04 23.7

1IMK 0.15 Plate with sandpaper, R.= 40 pm 6.8 6.12 10.0
Wooden plate, R.= 6 m 7.5 7.49 0.13
Aluminum plate, sanded, R.= 5 pm 7.7 7.63 0.9
Aluminum plate, polished, R.=1.8 pm 8.3 8.48 2.17

1 MK/screen 0.27 Aluminum plate, polished, R.=1.8 pm 7.8 7.11 8.85

NWG 0.57 Aluminum plate, sanded, R.= 5 pm 5.4 2.18 59.6

*Predicted by the present method and measured in the swept plate experiments of Deyhle and Bippes.*

- 0.25um RMS
- - = — - 0.5umRMS
ook — ——- 9umRMS
“r | 0.25um RMS
- ‘\ A 0.5um RMS
08F o N ®  9umRMS
0.7}
£ |
O 06
»x -
0.5
04F
0.3
02:|||||b_5||||||||||E1|||1
) 2.00x10Q" 2.50x10°°  3.00x10° 3.50x10*
Re,

Fig. 10 Comparison of the present method with the experimental
data of Radeztsky et al.”®

4 -
3 -
_—
o]
%
i
S~
|2
o 2r
e
£
1 . .
Beginning of Intermittent
Transition Region Region
(r=0) (y=0.5)
0 L P 1 R T R N S S SRS RY PR TR I et
0.0 0.2 0.4 0.6 0.8 1.0
X,/C

Fig. 11 Amplitude ratio vs distance, Deyhle and Bippes®® swept

plate, Tu = 0.15, R_= 6 pm.

is the 3 X 3 m”> DLR facility in Gottingen. As may be seen
from the table, excellent agreement is indicated for measure-
ments taken in the 1-MK facility. However, onset is overpre-
dicted in the NWB tunnel and underpredicted in the NWG
tunnel. The cause of the discrepancy in the NWB tunnel is not
clear. On the other hand, the intensity in the NWG facility is
high enough so that a bypass mechanism may have been pres-
ent.

Figure 11 is a plot of the amplitude for the 7u = 0.15 and
6-pm roughness case in the 1-MK tunnel. Again, k, represents

the kinetic energy of the fluctuations at the initial station, and
is equal to k.. As seen from the figure, the present method
predicts a region of linear growth and a significant region of
nonlinear growth as the onset of transition is approached. The
disturbance level tends to saturate as onset is approached but
resumes exponential growth when transition region is entered.
This agrees qualitatively with the large eddy simulation results
presented by Huai and Joslin.*

Concluding Remarks

The present approach has developed, in the context of a
CFD tool that employs turbulence modeling, a unified descrip-
tion for laminar, transitional, and turbulent flows. It allows for
the presence of nonturbulent fluctuations and treats them in a
manner similar to that of turbulent flows. As a result, one can
calculate the complete flowfield without having to use stability
codes and at a cost comparable to that of existing CFD codes
that employ two-equation turbulence models.

Although the e” method or linear stability codes were not
used in the calculations, results of stability theory played an
important role in determining expressions for the eddy viscos-
ity resulting from laminar fluctuations. Because the physics
underlying T-S or CF instabilities is different, corresponding
stress—strain relations describing the flowfield are different.
Further work is needed to develop a constitutive stress-strain
relation that encompasses the effects of all relevant instabili-
ties.

The preceding results represent the first step toward the
practical application of a relatively simple closure model,
which is based on the results of linear stability theory, for the
prediction of the onset of transition. Because linear stability
theory was developed using concepts of BL theory, frequencies
having the maximum amplification rate were correlated in
terms of 8, 8*, and edge velocity. Although calculation of such
quantities is an inconvenience when employing two-dimen-
sional NS solvers, they represent more of a challenge when
employing three-dimensional NS solvers. Thus, future work
should concentrate on developing correlations that depend on
quantities other than 3, 8*, etc. Similar comments apply to the
need for developing expressions for intermittency that are ge-
ometry independent.
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